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ABSTRACT 

Data Mining aims at discovering knowledge out of data and presenting it in a form that is easily 

compressible to humans. Data Mining represents a process developed to examine large amounts 

of data routinely collected. The term also refers to a collection of tools used to perform the 

process. One of the useful applications in the field of medicine is the incurable chronic disease 

diabetes. Data Mining algorithm is used for testing the accuracy in predicting diabetic status. 

Fuzzy Systems are been used for solving a wide range of problems in different application 

domain and Genetic Algorithm for designing. Fuzzy systems allows in introducing the learning 

and adaptation capabilities. Neural Networks are efficiently used for learning membership 

functions. Diabetes occurs throughout the world, but Type 2 is more common in the most 

developed countries. The greater increase in prevalence is however expected in Asia and Africa 

where most patients will likely be found by 2030. This paper is proposed on the Levenberg – 

Marquardt algorithm which is specifically designed to minimize sum-of-square error functions. 

Levernberg-Marquardt algorithm gives the best performance in the prediction of diabetes 

compared to any other backpropogation algorithm. 
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1. INTRODUCTION 

In this paper an intellectual and efficient diabetic prediction method with the support of fuzzy 

neural network is proposed. The network is trained using multi layer feed forward back 

propagation algorithm to test its performance. The proposed method will not only assist medical 

practitioners but also supports special educators, occupational therapists and psychologist in 

better assessment of diabetes disease. Usually the decisions made by the medical experts are 

seldom based on the single symptom because of the complication of the human body, as one 

symptom could indicate any number of problems. A skilled medical expert is far more likely to 

make a sound assessment than a beginner, because from his past knowledge he knows what to 
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look out for and what to inquire, and may have etched on his mind a past inaccuracy, which he 

neither will nor repeat. Thus the senior medical expert is in a higher position than the trainee. 

Similarly it would be helpful if machines, too, could use past events as part of the factors on 
which their decisions are based, and this is the role that neural network seeks to fill.   

 

The back propagation algorithm was developed by Paul Werbos in 1974 and rediscovered 

independently by Rumelhart and Parker [4]. Since its rediscovery, the back propagation algorithm 

has been widely used as a learning algorithm in feed forward multilayer neural networks. ANN 

using the Back Propagation (BP) algorithm performs parallel training for improving the 

efficiency of Multilayer Perceptron (MLP) network. It is the most popular, effective, and easy to 

learn model for complex, multilayered networks. A Backpropagation is a supervised learning 

technique which is based on the Gradient Descent (GD) method that attempts to minimize the 

error of the network by moving down the gradient of the error curve as stated  [2,6]. The most 

popular in the supervised learning architecture because of the weight error correct rules [3,5]. It is 

considered a generalization of the delta rule for nonlinear activation functions and multilayer 

networks. 
 

The structure of layered feedforward neural networks is considered and each of these networks 

consists of a set of inputs and one or more layers of parallel neurons. Inputs are connected only to 

neurons in the first layer with the exception of the special input X0, representing the bias of each 

neuron, which is connected to all neurons in the network. Neurons in one layer are connected to 

all neurons in the next layer. No other connections exist in neural networks of this type. The last 

layer, which produces the output of the network, is called an output layer. Any layers that precede 
the output layer are called hidden layers. The set of inputs is sometimes referred to as an input 

layer. Inputs don’t do any computation; their only role is to feed input patterns into the rest of the 

network. 

 

2. BACK PROPAGATION LEARNING ALGORITHM BASED ON LEVENBERG 

MARQUARDT ALGORITHM (LM) 

Levenberg – Marquardt algorithm is specifically designed to minimize sum-of-square error 

functions [1], of the form.  
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Where ek is the error in the kth exemplar or pattern and e is a vector with element ek. If the 

difference between the pervious weight vector and the new weight vector is small, the error 

vector can be expanded to first order by means of a Taylor series. 
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As a consequence, the error function can be expressed as   
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Minimizing the error function with respect to the new weight vector, gives 

… (2.1) 

… (2.2) 

… (2.3) 
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Since the Hessian for the sum-of-square error function is  
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Neglecting the second term, the Hessian can be written as Z
T

ZH =  

 

Updating of the weights therefore involves the inverse Hessian or an approximation thereof for 
nonlinear networks. The Hessian is relatively easy to compute, since it is based on first order 

derivatives with respect to the network weights that are easily accommodated by 

backpropagation. Although the updating formula could be applied iteratively to minimize the 

error function, this may result in a large step size, which would invalidated the linear 

approximation on which the formula is based. 

 

In the Levenberg-Marquardt algorithm, the error function is minimized, while the step size is kept 

small in order to ensure the validity of the linear approximation. This is accomplished by use of a 

modified error function of the form. 
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where λ   is a parameter governing the step size. Minimizing the modified error with respect to 

( )1jw +   gives  
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very large values of λ  amount to standard gradient descent, while very small values λ  of  amount 

to the Newton method. 

 

3. PERFORMANCE EVALUATION USING LEVENBERG-MARQUARDT 

ALGORITHM  

For this implementation, the data set collected from SRC Diabetic Care Centre, Erode District, 

Tamilnadu in South India is used. Levenberg-Marquardt back propagation algorithm is used for 

training the network  [7,8]. Training automatically stops when generalization stops improving, as 

indicated by an increase in the Mean Square Error (MSE) of the validation samples. The Mean 

Squared Error (MSE) is the average squared difference between outputs and targets. Lower 

values are better while zero means no error. Regression R analysis is performed to measure the 
correlation between outputs and targets.  
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Figure 3.1 Performance of Levenberg-Marquardt Backpropagation Algorithm 

An R value of 1 means a close relationship, 0 a random relationship. The performance of the 
proposed network when trained with Levenberg-Marquardt backpropagation algorithm using 

Matlab R2007b, is shown in Figure 3.1. 

 

From Figure 3.1 it is observed that the best validation performance 0.00012359 at epoch 9 is 

obtained. The Regression plot shown in Figure 3.2 shows the perfect correlation between the 

outputs and the targets. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2 Regression Analysis Plot - Levenberg-Marquardt Backpropagation Algorithm 
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Table 3.1 The Mean Square Error (MSE) and Regression (R) values for the Training, Validation 

and Testing  

 

 MSE R 

Training 2.25880e-4 0.902515 

Validation 8.83702e-5 1.000000 

Testing 6.15467e-4 1.000000 

 

 

The result for training, validation and testing samples is illustrated in Table 3.1. It is observed that 

the value of R is closest to 1 indicating the accurate prediction. When the data set was trained in 

Levenberg – Marquardt algorithms the performance obtained was in 9 epochs. Levenberg – 

Marquardt algorithm (LM) is the most widely used optimization algorithm. LM algorithm is an 

iterative technique that locates a local minimum of a multivariate function that is expressed as the 

sum of squares of several non-linear, real-valued functions. It has become a standard technique 

for non linear least-square problems, widely adopted in various disciplines for dealing data-fitting 

applications. Levenberg-Marquardt curve-fitting method is actually a combination of two 

minimization methods the gradient descent method and the Gauss-Newton method. 

 

This paper presented a standard nonlinear least squares optimization algorithm, and showed how 

to include it into the backpropagation algorithm. The Marquardt algorithm was experienced on 

several function approximation problems, and it was compared with the conjugate gradient 

algorithm and with variable learning rate backpropagation. The results indicated that the 

Marquardt algorithm is very efficient when training networks which have up to a few hundred 

weights. Although the computational requirements are much higher for each iteration of the 
Marquardt algorithm, this is more than made up for by the increased efficiency. This is specially 

true when high accuracy is essential. It is also found that in many cases the Marquardt algorithm 

converged when the conjugate gradient and variable learning rate algorithms failed to converge. 
 

4. CONCLUSION  

This paper aimed to evaluate the artificial neural network in predicting diabetes disease. The feed-

forward backpropagation neural network with supervised learning is proposed to diagnose the 
disease.  The reliability of the proposed neural network method depends on data collected from 

the patients and experts opinion. Backpropagation learning algorithm is used to train the 

feedforward neural network to perform a given task based on Levenberg-Marquardt algorithm 

and also the performance is analyzed. It is analyzed that Levernberg-Marquardt algorithm gives 

the best performance in the prediction of diabetes compared to any other backpropogation 

algorithm. The proposed diagnosis based on neural network showed significant results in 

identifying the diabetes.  
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