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ABSTRACT 
 

In this work we introduce the Spanish Literary corpus MegaLite, a new corpus well adapted to 

Natural Language Processing (NLP), Computational Creativity (CC), Text generation and 

others studies. We address the creation of this corpus of literary documents to evaluate or 
design algorithms in automatic text generation, classification, stylometry and rhetorical 

analysis, sentiment detection, among other tasks. We have constituted this corpus manually in 

order to avoir genre classification errors. Near of 5 200 works on the genres narrative, poetry 

and plays constitute this corpus. Some statistics and applications of MegaLite corpus are 

presented and discussed. The MegaLite corpus will be available to the community as a free 

resource, under several adequate formats. 
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1. INTRODUCTION 
 
For many years, the study of the languages has been an area very attractive for the computational 

community [10, 11]. With the intention of analysing the linguistic complexity through formal 

methods, the researchers have proposed an important number of studies in order to detect the 

main linguistic characteristics for different languages [24], making possible a large number of 
further researches addressed to Processing of Natural Language (NLP) [2, 15]. 

 

Recently, researchers in computing areas have addressed their efforts to simulate the creative 
human process to create artistic artefacts in an artificial way. The idea is to propose another 

paradigm to generate this kind of artistic works considering as base the concept of “creative 

process” introduced by Boden in [1]. As result, a new field in Computational Science has been 

created, Computational Creativity [19]. 
 

Computational Creativity (CC) area has been strongly addressed for many researchers, today we 

have algorithms able to generate artificially paintings, music, literary works like poems, 
narratives, poetry, etc. However, we have detected a significant problem in works focused in 

literature, this is the absence of an enough rich corpus, useful for training or testing process of the 

proposed models. 
 

The study and constitution of literary corpora is very important for the development and 

evaluation of models in CC area. However, these studies have been systematically left aside by 

the researchers, mainly because the complex level of literary discourse, the subjectivity and 
ambiguity commonly detected in literary texts. Instead, the use of corpora constituted by 

http://airccse.org/cscp.html
http://airccse.org/csit/V11N01.html
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encyclopedic documents (mainly Wikipedia), journals (newspapers or magazines) or specialized 
(legal, scientific or technical documents) has been more frequently employed [21, 4, 20]. 

 

In this work we introduce a new literary corpus to aim the training process of algorithms focused 

mainly in literary text generation. 
 

This paper is structured as follows. In Section 2 we show some works related to development and 

analysis of corpora. In Section 3 we describe and characterize this new corpus. Then, in Section 4 
we explain some models that have used our corpus, and finally in Section 5, we propose some 

ideas for future works before to conclude. 

 

2. RELATED WORK 
 
The linguistic corpora have been always used for researchers in different ways [20], but recently 

those composed by literary documents have taken place more strongly in the NLP community. In 

this section we present some works where the corpora have had an important role in the research 
strategy. 

 

In [25] the authors performed an analysis of English textbook series. They noticed that the 
frequency of vocabulary have an important impact for English students, a corpus with classified 

vocabulary considering the frequency of each word was proposed. 

 

Other works addressed to the study of different languages are also found, for example, in [22] the 
authors constituted a parallel corpus between the French, Italian, Dutch, English and Spanish 

considering two specific verbal tenses: Past and Present Perfect, the idea was to compare the 

equivalent expression using these tenses. 
 

In [6], an algorithm is proposed to generate biographical sentences. The model proposed use an 

Artificial Neural Network which has been trained with a dataset of biographies from Wikipedia 
in English. 

 

Some corpora in Spanish have been built and made available to the scientific community [5]. 

However, a few number of them have been classified considering categories of emotions. For 
example the corpus SAB, composed by tweets in Spanish was introduced in [17]. The tweets 

represent critics toward different commercial brands. The annotation was made considering the 

emotion perceived for each tweet. The corpus SAB consists of 4 548 annotated tweets using 8 
predefined emotions: [Trust, Satisfaction, Happiness, Love, Fear, Disaffection, Sadness and 

Anger]. 

 

Another data set concerning tweets is the corpus TASS [23]. It contains about 70 000 tweets 
classified using automatic methods into the following categories: [Positive, Negative, Neutral, 

None]. Tweets of the TASS corpus are related with different topics: Politics, Economy, Sport, 

Music, etc.). In [3] it is presented a global analysis (at word level) about emotion polarity.  The 
corpus employed is composed of several lexicons in 40 languages, including Spanish. The 

annotation was made into the categories: [Positive and Negative]. 

 
Finally, in [16] the authors have proposed a corpus of ≈ 700 literary sentences in Spanish. The 

sentences were manually annotated into the categories [Angry, Love, Sadness, Fear and Pain] by 

12 persons, calculating also the agreement between them in order to assure a consistent 

classification. 
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3. THE MEGALITE CORPUS 
 
We describe in this section the Literary corpus in Spanish (MegaLite). It consists in a thousand 

of literary documents that can be useful for automatic classification or literary text generation 

algorithms. The characteristic of MegaLite are also helpful for semantic or statistical analysis in 

NLP tasks. 
 

The documents of MegaLite corpus come from a personal collection. For copyrights facts we are 

not able to distribute it in the original version. Nevertheless, we propose some alternative 
resources that can be used for the same purpose1. This resources have same “name_files” 

structures of MegaLite corpus (Section 3.1) and are described as follows: 

 

 A set of embeddings obtained from a Word2vec model [12], using the MegaLite corpus 

for training (Section 3.2) 
 

 Two versions of MegaLite corpus (Section 3.3) 
 

1. A first version, replacing lexical words2 by the corresponding POS tags 
2. A second version, replacing every word by the corresponding  lemmas 

 

 A set of tables containing n-grams frequency information (without stopwords) for each 

document (Section 3.4)  
 

1. Computing unigrams and bigrams 
2. Computing a version with SU4-bigrams [2] 

 

3.1. Corpus structure 
 
The MegaLite corpus was constituted using literary documents in Spanish coming from Spanish-

speaking authors or using authors translations from languages other than Spanish (the full list of 

authors studied is available in the Annex). 

 
This corpus was constituted by approximately 5 075 documents (mainly books) in Spanish from 

1 336 authors. This documents belong to literary genres: plays, poems, tales, essays, etc. Due the 

size of this corpus, the manual quantification of genres was not possible. An automatic approach 
could be performed in the future. 

 

The original documents, in heterogeneous formats3 were processed to create utf8 encoded 
documents.  

 

Because of the heterogeneous of this corpus, it contains a large quantity of errors (mutilated 

words, strange symbols and an unusual disposition of paragraphs), these errors are usually found 
in corpora with similar characteristics. Also a segmentation process was performed to divide the 

texts into individual sentences using a tool developed in PERL 5.0 with regular expressions. 
Some statistics of MegaLite corpus are detailed in Table 1. 
 

                                                
1 Corpus available on the website: http://juanmanuel.torres.free.fr/corpus/megalite/ 
2 Lexical words are those containing the most important information in the text (adjectives, nouns, verbs 

and adverbs). 
3 pdf, txt, html, doc, docx, odt, etc. 

http://juanmanuel.torres.free.fr/corpus/megalite/
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Table 1.  MegaLite corpus composed by 5 075 literary works (M represents a value equals to 106 and K to 

10³). 

 

 
 
The MegaLite literary corpus has the advantage of being very extensive and suitable for 

automatic learning. It has, however, the disadvantage that not all sentences are necessarily 

literary sentences. Many of them are sentences in general language:  these sentences often give a 
fluent reading and provide the necessary links between the ideas expressed in literary sentences. 
Another disadvantage of this corpus is the noise that it contains. Therefore, the process of 

segmentation can lead to errors in detection of sentences. Also the number of pages, chapters, 

sections or index produce errors. Any manual process was performed to remove this undesirable 
data, but as mentioned, these errors are normal in a real literary corpus containing no structured 

text. 

 
The documents in the MegaLite corpus have been named with the following standardized 

convention: authorLastname,_authorName-workName. Then we grouped the files by author's last 

name. In Table 2 and 3 we present some statistics considering the regrouping performed before. 
For example in the first row it can be seen the information about the works from authors whom 

last name starts by letter 'A'. 

 
The MegaLite corpus is suitable for testing the quality and performance of such algorithms. 

 
Table 2.  MegaLite: literary categories. 

 

 
 

3.2. Word2vec training: Embeddings 
 
A semantic analysis was performed with a Word2vec model [14] using Gensim4, a Python 

library, and the MegaLite corpus for training. The result of this process is a set of 420 757 

embeddings. The embeddings are the numerical representation of each word inside the training 
corpus. Each embedding is a n-dimensional vector where the values are calculated considering 

the characteristics of training corpus and the different parameters established previous the 

training step. Each relevant word will be represented by an unique numerical vector. 

 

                                                
4 Available in: https://pypi.org/project/gensim/ 
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Table 3.  MegaLite grouped by author’s name. 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

In Table 4 we show the values of the following parameters: Iterations (i) refers to the number of 
training epochs over the MegaLite corpus. Minimal count (m) indicates the minimal number of 

times a word must appear in the corpus, to be included in the model's vocabulary.  Vector size (s) 

specifies the dimension of the embeddings vectors, and Window size (w) represents the radius of 

adjacent words that will be related to the current word within a sentence, during the training 
phase of the model. We trained the model following the skip-gram approach [13], with negative 

sampling of five words and a down sampling threshold of 0.001. 

 
Table 4.  Word2vec configuration parameters. 
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In Table 5 some examples of embeddings can be observed, these embeddings were obtained 

using three keywords, remarked in bold, also the cosine similarity between the embeddings and 

the keyword retrieved by the Word2vec model is shown. The embeddings were translated in 

order to make more comprehensible the information. 
 

Table 5.  List of embeddings from queries: blue, woman and love. 

 

 
 

In the first column, it can be noticed that the keyword blue has produced embeddings like: violet, 
green and some other colors. Considering that the embeddings are numerical vectors, it can be 

concluded that numerical operations can be computed and Word2vec does it possible. So if we 

specify the following operation: ((['blue'] + ['ocean']) - [‘violet']), the result is going to be a 
numerical vector, from which calculating a cosine similarity, the closest embeddings can be 

recovered. The Gensim library has already some functions to compute this operation, giving as 

result the following embeddings: sea, Pacific, Atlantic, atoll, lake, reef, Mediterranean, Arctic, 

Ocean, Pantanal. This is an interesting fact, because it can be observed that with the appropriated 
analysis, different semantic fields can be configured. 

 

3.3. Paralell corpora 

 

3.3.1. MegaLite_POS version 
 
It consists in making a morph-syntactic analysis with every document in MegaLite corpus. As 

result, every word in each document is replaced by the corresponding POS tag. This analysis 

has been performed with the Freeling tool version 4.0 [18]. 
 

A POS tag offers the grammatical information concerning a determined word. A more detailed 
information about the POS tags can be found in the Freeling website: https://freeling-user-

manual.readthedocs.io/en/latest/tagsets/. For example, in the novel “La Espada Rota” from 

Andersor Poul, we have the sentence: “En la obra encontrarán arcaísmos y palabras”. In this 
sentence, Freeling returns the following analysis (Original word - POS tag): 

 

 {“En”} - {SP}  = preposition, 

 {“la”} - {DA0FS0} = female singular article, 

 {“obra”} - {NCFS000} = female singular article, 

 {“encontrarán”} - {VMIF3P0} = main verb in future tense, 

 {“arcaísmos”} - {NCMP000} = plural male common noun, 

 {“y”} - {CC} = connector, 

 {“palabras”} - {NCFP000} = plural female common noun, 
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 {“poco”} - {RG} = adverb, 

 {“usuales”} - {AQ0CP00} = plural adjective and 

 {“.”} - {Fp} = punctuation remark 

 

3.3.2. MegaLite_lemmas version 
 

For the second version, every document in MegaLite corpus was processed with Freeling in 
order to detect the lexical words (verbs, nouns and adjectives). Then these elements were 

replaced by the corresponding lemmas. A lemma is the basic form of a determined word, without 

conjugation, in its singular form and male genre. The articles, adverbs, prepositions and the 

others genres out of lexical words were kept in their original form. 

 
For example, in same sentence explained before: “En la obra encontrarán arcaísmos y palabras” 
the result must be: “En la OBRA ENCONTRAR ARCAÍSMO y PALABRA”. 

 
In the Table 6 below, it can be observed some sentences taken from MegaLite corpus in the 
different version. The sentences were taken from the work “La Espada Rota” of Andersor Poul. 

 
Table 6.  Samples of sentences recovered from the novel “La Espada Rota” of Andersor Poul in the 

different versions of corpora. 
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3.4. n-grams statistics 

 

We also compute the frequency of unigrams, bigrams and Skip grams (SU4) bigrams. For 

bigrams, every pair of word on each document was computed. A table with the bigrams 
frequency for document was composed after this process.  For SU4-bigrams we considered the 

frequency of every pair of words, to compose these pairs, we take a word and then we skip the 

following n=1,...,4 words, joining the next word. For example, for the sentence: The kids are 
playing in the garden, we can compose the following SU4-bigrams: [The-kids, The-are, The-

playing, The-in, kids-are, kids-playing, kids-in, kids-the, are-playing, are-in, are-..., ...-...]. 

A sample of  five bigrams and SU4-bigrams with major frequency extracted from four works in 

MegaLite corpus are displayed in Table 7. 
 

Table 7.  n-grams frequency from MegaLite corpus. 

 

 
 

4. IMPLEMENTATIONS 
 

In this section we will discuss some works that have used the MegaLite corpus to perform their 

experiments. 

 
The works described below, belong to the same project, in which the authors have proposed new 

approaches and improvements. In all cases they used a Word2vec model for semantic analysis, 
the training of these models were done using an earlier version of the MegaLite corpus, called 

5KL corpus. The 5KL corpus contains almost the same literary works as the MegaLite corpus, 
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but with the disadvantage that it also contains many non-literary texts. The MegaLite corpus has 
been filtered out of those non-literary texts and has also been enriched with more literary texts. 
 

 Text generation with context: In the work described in [9] a model for the generation of 

literary sentences is proposed. Three different experiments were carried out applying 
stochastic methods, Markov chains and methods based on Canned Text [15] for text 

generation. These methods were trained using an old version of MegaLite corpus called 5KL 

corpus.  
 

For each experiment, a manual evaluation was performed. Being the method based on 

Canned Text the best scored, a general schema of this model can be observed in 1. For 
evaluation three criteria were considered: coherence, grammar and context-related.  

 

 
Figure 1.  Automatic text generation model 

 

 Text generation using emotions: The work [7] is an extension of the experiments carried 
out in [9] where besided MegaLite corpus, others linguistic tools were imployed. In this 

work, the authors propose a new schema for manipulating the semantic relation between 

several queries through the calculation of cosine similarities among the embeddings 
recovered from the Word2vec model. 

 

The new proposal was evaluated manually by seven persons, getting the following scores into 
a rank from 0 to 1. For grammar: 0.77, coherence: 0.60 and context: 0.53. 

 

 Text generation with personality traits: In [8], the authors considered the proposal in [7] 

and then added new elements to generate text replicating the linguistic styles associated with 
personality. For example, a negative personality could present cases where words such as 

woman and hate are found within a very narrow semantic field; while a positive personality 

could relate woman to beauty or sensuality. 
 

Again, the MegaLite corpus was used to train the Word2vec model, but in addition, the 

authors considered two sets of new corpora and fed them with works from two authors with 
different and easily identifiable personalities: Johann Wolfgang von Goethe and Edgar Allan 

Poe. The text generated was evaluated manually, the criteria to be evaluated were the same as 

in the previous works with equally correct results. But additionally the evaluators specified 

the emotions that they perceived from the generated texts, the results were interesting, 
especially for the texts generated from Goethe's corpus, where the emotions are very similar 
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to those expressed by Goethe in his work “The Sorrows of Young Werther”. In Figure 2 we 
can see the distribution of emotion perceived in the generated texts.  

 

 
Figure 2.  Perceived emotions in sentences generated from Goethe’s corpus 

 

5. CONCLUSIONS AND FUTURE WORKS 
 

In this article we introduce MegaLite, a new literary corpus composed of literary works having 

homogeneous genres. MegaLite has the right dimensions to be used in learning tasks and 

eventually it could be segmented to perform also a validation process for generative or 
classification algorithms in Natural Language Processing. 

 
The works mentioned in the section 4 show that MegaLite is a very suitable corpus with enough 

literary documents to be used in Computational Creativity tasks and more specifically in the 

literary domain. 

 

5.1. Advantages and limitations 
 
We could remark some advantages of using our corpus, firstly the adequate size, with an 

important number of literary documents. Also that all documents were consciously filtered in 

order to keep only the literary ones. The variety in the vocabulary, due to the documents are not 
closed to an specific genre or period, this allows to perform a more extended linguistic analysis. 

 

Nevertheless, some disadvantages were also detected when using the MegaLite corpus. For 

example, some oldest documents are written with an ancient vocabulary and the computational 
tools cannot process it. Also, if the objective is to perform an analysis of writing style, the 

MegaLite corpus has the inconvenient that an important number of documents have been 

translate from other languages, even if we carefully selected the documents from reliable sources, 
it exists always an alteration when a literary work is translated to another language. 

 

The works that compose the MegaLite corpus belong to a private collection and due to copyright 
issues they cannot be distributed in their original format. Therefore, we make available two 

parallel versions 3, which can be used for statistical and morphological analysis or for training of 

language models. 
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5.2. Future works 
 

This resource is intended to be a free and open corpus for the scientific community. New versions 

with a larger number of documents, particularly belonging to the genres of poetry and theater, 
will be available in the future. 

 

Two deeper analyses are also planned on this corpus: the first one is to classify the documents 
into different genres and periods, and the second one is to study and identify the most important 

rhetorical structures in the documents [5, 26].  

 

Finally, we want to increase the MegaLite corpus, by creating new corpora with the same 
characteristics in other languages, such as Portuguese and French. 
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